Partial Volume Correction of Small Animal PET Cardiac Dynamic Images Using Iterative Reconstruction: Effects on Glucose Metabolic Rate Measurement
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Abstract

Small animal positron emission tomography (PET) image quantitation is severely affected by partial volume effect (PVE) caused by the spatial resolution of PET tomographs. The aim of this work was to reduce the PVE using a modified iterative expectation maximization (EM) reconstruction algorithm. The goal of the method was to increase the accuracy of tracer concentration values in order to obtain an in vivo better estimate of physiological parameters. The performance of the proposed correction method was evaluated by calculating left ventricle and myocardium mean value using simulated cardiac fluorodeoxyglucose (FDG) dynamic images.

1. Introduction

Positron emission tomography (PET) images provide important functional information, however the poor spatial resolution typical of PET images can lead to partial volume effect (PVE). The net result of PVE is an incorrect measurement of the true radiotracer concentration.

As outlined by Aston et al. [1] PVE can be divided into two effects: tissue-fraction and point-spread effect. The tissue fraction effect arises from tissue heterogeneity because the region of interest (ROI) used to determine radiotracer concentration contains signals from different tissues (for example myocardium and left ventricle). The point-spread effect arises from the finite resolution of PET scanner. Correction for PVE is of great importance for both semi quantitative and quantitative measurements. Quantitative and more advanced approaches such as compartmental analysis (CA) are applied to measure the exchange of substances between several compartments within the human body. CA is based on the measurement of the arterial input function (IF) and the tissue time activity curve (TAC). Typically the IF and TAC measurements are obtained from the image by drawing a set of ROIs and, thus, PVE can lead to large errors in the estimated kinetic rate constants. PVE can be corrected using several approaches see for example Bouvat et al for a review [2].

In this work a correction scheme based on an iterative image reconstruction approach including the modeling of the system point spread function (PSF) has been implemented. The paper is organized as follow: in section 2 the mathematical formalism for image reconstruction and simulations is introduced, in section 3 the main results are presented, discussion and conclusions then follow.

2. Methods

2.1. Partial volume correction

The basic equation of the expectation maximization (EM) algorithm [3] is:

\[
n_{j}^{k+1} = \frac{n_{j}^{k}}{\sum_{i=1}^{I} a_{ij} \cdot m_{i}} \left[ \sum_{i=1}^{I} a_{ij} \cdot \frac{m_{i}}{q_{i}} \right]
\]

with \(q_{i}^{k} = \sum_{j=1}^{J} a_{ij} n_{j}^{k}\), where \(q_{i}^{k}\) represents the estimated projection of the image along the \(i\)-th Line Of Response (LOR), \(n_{j}^{k}\) represents the reconstructed image at the \(k\)-th step, while \(n_{j}^{k+1}\) is the reconstructed image at the next iteration; \(a_{ij}\) is an element of the system matrix \(A\), and represents the probability that an emission from voxel \(j\) will be detected along LOR \(i\); \(m_{i}\) is the measured projection...
of the image along the LOR $i$. $I$ is the number of LORs while $J$ is the number of pixels of the image. The system point spread function can be introduced in the reconstruction step by modeling the scanner resolution in the system matrix [4]. More precisely the system matrix can be factorized as $A = PX$ where $X$ is the radon transform and the matrix $P$ describes the system blurring in the projection space. The projection at the $k+1$-th step can be written as $q_{i}^{k+1} = PXn_{i}^{k}$.

In order to model accurately the system resolution the PSF was measured using a small (0.2 mm) 18-F point source [5]. The source was placed at the center of the field of view (FOV) and several measurements were taken by moving the source along the y axis with an increment of 2 mm. The resulting PSF (obtained from the sinogram) was then fitted using a Gaussian function in order to obtain the Full Width Half Maximum (FWHM) at different positions.

The spatially variant PSF was modeled in the forward step of the EM algorithm, more precisely the sinogram was blurred pixel by pixel accordingly to the following equation: $q_{i}^{k} = \sum q_{i}^{k}PSF_{i,l}$ [6].

### 2.2. Image simulations

In order to validate the proposed PVE correction method a set of simulations was performed to compare the glucose metabolic rate (GMR) before and after correction. More precisely a two compartments model was simulated considering an input function $C_{p}(t)$ and a set of kinetic rate constants ($K_{1}...K_{4}$) typical of an FDG scan. The tracer uptake $C_{t}(t)$ in the myocardium was obtained using the following expression:

$$C_{t}(t) = (p_{1}e^{-\lambda_{1}t} + p_{3}e^{-\lambda_{3}t} \otimes)C_{p}(t)$$

where the coefficients $p_{1}...p_{4}$ are equal to:

$$p_{1} = \frac{K_{1}}{\alpha_{1} - \alpha_{2} - \alpha_{3}}(k_{3} + k_{4} - \alpha_{1})$$

$$p_{2} = \alpha_{1}$$

$$p_{3} = \frac{K_{1}}{\alpha_{2} - \alpha_{1} - \alpha_{3}}(\alpha_{2} - k_{3} - k_{4})$$

$$p_{4} = \alpha_{2}$$

$$\alpha_{1,2} = [(k_{2} + k_{3} + k_{4}) \pm \sqrt{(k_{2} + k_{3} + k_{4})^{2} - 4k_{1}k_{4}}]$$

In order to apply the Patlak graphical analysis the value of $k_{4}$ was set to 0. The input function $C_{p}(t)$ was equal to [7]:

$$C_{p}(t) = (A_{1} \cdot t - A_{2} - A_{3})e^{\lambda_{1}t} + A_{2}e^{\lambda_{2}t} + A_{2}e^{\lambda_{3}t}$$

where the coefficients $A_{1}, A_{2}$ and $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are chosen to mimic a mouse FDG input function. The theoretical GMR value was $7.7 \cdot 10^{-4}$ s$^{-1}$. The simulated input function and myocardium time activity curve are shown in figure 1.

In order to obtain a dynamic cardiac image, curves with Poisson noise were applied to the heart of digital mouse phantom MOBY [8], then, the images were smoothed accordingly to the system PSF. In figure 2 some frames of the simulated dynamic image are shown.

![Figure 1. The figure show the simulated input function (full line) and the FDG myocardium time activity curve (dotted line).](image)

![Figure 2. The figure show the Patlak plot and the linear fit from which the GMR was extracted as explained in section 2.2.](image)
where:

\[ k_m = \frac{K_1 k_3}{(k_2 + k_3)} \]

Only the final part of the Patlak plot was included in the linear fit.

3. Results

In this section results obtained using EM reconstruction algorithm with and without PSF modeling are presented.

Figure 4 shows the GMR parametric image reconstructed without PSF modeling and the image including the errors with respect to the true GMR value \((k_m)\). Figure 5 shows the parametric image reconstructed using EM with PSF modeling and the relative error map. The colorbar under the parametric images put in evidence the differences between uncorrected and corrected images.

In figure 6 are showed the input function extracted from images relative to the FDG simulation for the two compartmental model. The IF value is calculated as the mean value over the left ventricle. As one can see from the plot, the value of the input function peak is considerably grater in PVC curve respect to the non corrected one. The differences between the measured peak values are about 10% and 40% for corrected and uncorrected images, respectively.

4. Discussion and conclusions

Pre and post-correction parametric images of metabolic rate and the relative errors show how the image reconstruction based PVC reduces errors with respect to the theoretical \(k_m\) value in each pixel.

In particular, the error map of PVC parametric image show that the error on GMR estimation is greater on the edges of myocardium while the error is very low inside...
Figure 5. Parametric image of metabolic rate (a) and relative error respect to the theoretical $k_m$ value (b) for reconstruction algorithm with PSF modeling.

In general, PVE is more significant for thin structures, this explains why the error in the top right corner of the myocardium is greater. In conclusion, our findings show that iterative reconstruction with PSF modeling allow to obtain a better measure of the radiotracer concentration in the heart and, consequently, a more accurate estimation of input function and glucose metabolic rate.
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